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Abstract. An efficient descriptor and a complete scheme for removing incorrect correspondences are two
essentials for accurate feature points matching in image processing and pattern recognition. This paper pro-
poses a new rigid feature points matching algorithm. First, a new feature descriptor based on the local sharpness
distribution is proposed to extract features, which leads to a feature set of extremely low dimensionality. With
these features, the normalized cross-correlation coefficient and a bidirectional matching strategy are employed
to generate the initial feature point correspondences. Then a complete scheme with two rules is proposed to
remove the probable incorrect correspondences. Owing to these two rules based on the voting strategy and
the ratio of the distances, respectively, the accuracy of feature points matching is remarkably improved.
Experimental results show that the proposed algorithm is efficient for feature matching and comparisons
with other algorithms show its better comprehensive performance. © 2014 SPIE and IS&T [DOI: 10.1117/1.JEI.23.1
.013011]
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1 Introduction
Feature points matching is a fundamental yet still open
problem in computer vision research. It is the essential
foundation of object recognition, image registration, object
tracking, image retrieval, three-dimensional reconstruction,
and so on.1–5

Various methods for feature points matching have been
proposed since the computer vision era began. Yi et al.
propose a Harris detector6–8 based feature points matching
algorithm, which employs a normalized cross-correlation
coefficient (NCC) matching scheme. Although most of the
feature points are correctly matched in Yi’s algorithm, some
incorrect correspondences are also generated.9 SUSAN cor-
ner detector, proposed by Smith and Brady,10 is also used to
match feature points with high corner localization accuracy
and better robustness of enduring the noise. This method
employs a circular mask to detect corners and edges but
is time consuming in obtaining a SUSAN area and finding
corners in large windows.11 Voss and Suesse12 present a new
feature points matching algorithm, which is a general solu-
tion for affine point pattern matching. Chui and Rangarajan13

investigate nonrigid point matching and propose a scheme to
jointly estimate the correspondence and nonrigid transforma-
tions between two point-sets of different sizes. Spectral
graph analysis technology is used to investigate the corre-
spondence matching of point-sets by Carcassoni and
Hancock.14 Caetano et al. present a novel solution to the
rigid point pattern matching problem in Euclidean spaces
of any dimension. Their experimental results show improve-
ments in accuracy, particularly when matching patterns of
different sizes.15 Yan et al.1 propose a feature matching
method based on modified projective nonnegative matrix

factorization. They project two feature point-sets onto a
common subspace using modified projective nonnegative
matrix factorization, and then match them in this common
subspace. Zhu et al.16 employ a robust and fast Hausdorff
distance method to match images. Compared with the con-
ventional Hausdorff distance method, their method has less
computational cost and good robustness for object matching.

To improve the matching accuracy, Qian et al.17 propose a
coarse-to-fine method for feature points (corners) matching.
They use multiscale Harris corner detector to extract feature
points and then adopt voting-strategy-based matching algo-
rithm to produce the initial pairs of corresponding feature
points, followed by a 2-D rigid transformation model con-
structed for matching the remaining feature points. Good
results have been achieved, but there are still some incorrect
correspondences. Awrangjeb et al. propose an improved
curvature scale-space corner detector,18–20 which is based on
the affine-length parameterization. With this detector, they
employ iterative procedures to generate a few of the best
matches, which lead to expensive time cost. Consequently,
Awrangjeb’s algorithm achieves very high matching accu-
racy. However, its running time is very long.19,21

Scale-invariant feature transform (SIFT) descriptor is one
of the most well-known feature descriptors.22 By generating
the scale-space, it uses a difference-of-Gaussian function to
identify potential interest points which are invariant to scale
and orientation. After localizing the keypoints, the orienta-
tions are assigned to them. Then, it affords each keypoint
a feature descriptor. Finally, it matches feature points using
a Euclidean distance metric where a match is rejected if
the ratio of the distances that the closest to the second-closest
match is greater than a threshold. As the dimensionality of
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SIFT feature vector is very large, the time cost for feature
points matching is expensive.5 Besides, SIFT method gener-
ates a large number of correspondence pairs with some of
them incorrectly matched. Thus, a more complete scheme
is further needed to remove the incorrect correspondences
by SIFT method.23

In order to improve the efficiency of feature points match-
ing and remove the incorrect correspondences, this paper
proposes a new rigid feature points matching algorithm.
First, a new feature descriptor based on the local sharpness
distribution is introduced, which have quite low dimension-
ality. With these features, the NCC is computed to measure
the similarity of feature points from the same scene in two
images. Then, a bidirectional matching scheme is employed
to generate the initial correspondences. Two rules, based on
the voting strategy and the ratio of the distances, respectively,
are proposed to remove the probable incorrect correspond-
ences. A projective transformation model is then constructed
to search the final corresponding feature points.

The rest of this paper is organized as follows. Section 2
proposes a new descriptor for the feature points. The feature
points matching algorithm is presented in Sec. 3.
Experiments are reported in Sec. 4 to evaluate the perfor-
mance of the proposed algorithm, followed by conclusions
in Sec. 5.

2 New Feature Descriptor
A new feature descriptor is first proposed based on the local
sharpness distribution, as shown in, Refs. 7 and 24.

An edge detector (like Canny, Sobel, and so on) is used to
obtain the edge map. Suppose there are z points in the q’th
edge Sq:

Sq ¼ fP1; : : : ; Pi; : : : ; Pzg; (1)

A point Piðxi; yiÞ is randomly selected as the center.
It is moved t points forward and backward, respectively, to
get two points Pi−tðxi−t; yi−tÞ and Piþtðxiþt; yiþtÞ. Figure 1
illustrates the definition and computation method of sharp-
ness.7,24 In Fig. 1, the outer solid line denotes an edge seg-
ment of Sq. The dashed line denotes an arc, which is obtained
by circle fitting using three points Pi−t, Pi, and Piþt. Point O
represents the center of the circle. Integer t is selected from
the range of [3, 5] according to the experience.7,24 As t is very
small, the triangle Pi−tPiPiþt can be taken as an isosceles
triangle approximately, namely jPiPi−tj ¼ jPiPiþtj. Thus,
the following formula can be derived

sin

�
αi
2

�
¼ jPi−tPiþtj∕2

jPiPi−tj
¼ jPi−tPiþtj∕2

jPiPiþtj

¼ jPi−tPiþtj
jPiPi−tj þ jPiPiþtj

: (2)

By abbreviating the degree of sharpness to sharpness,
a sharpness variable can be defined as

sharp
q
i ¼ 1 − sin

�
αi
2

�
¼ 1 −

jPi−tPiþtj
jPiPi−tj þ jPiPiþtj

: (3)

The variable sharpqi denotes the sharpness value of the i’th
point in the q’th edge. The range of sharpqi is ½0; 1�, which
indicates how sharp the support angle is.

Suppose Pg, the g’th point in the q’th edge, is a center
point. It is moved forward and backward sequently to select
2l points. Equation (3) is employed to compute the sharpness
of the ð2lþ 1Þ points, including Pg. Then the local sharpness
distribution of Pg is

LSD
q
g ¼ ðsharpg−l; : : : ; sharpg; : : : ; sharpgþlÞ: (4)

Its mean value is

Mq
g ¼

Xl

d¼−l
sharpgþd∕ð2lþ 1Þ; (5)

and the variance is

Dq
g ¼

Xl

d¼−l
ðsharpgþd −Mq

gÞ2∕ð2lþ 1Þ: (6)

Then, the feature descriptor of Pg can be constructed as

Lq
g ¼ ðxg; yg;Mq

g; D
q
g; g; qÞ; (7)

where xg and yg are the image coordinates of feature
point Pg.

The feature dimensionality is a decisive factor for improv-
ing the efficiency of feature point matching.5 From Eq. (7),
we know that the dimensionality of the feature descriptor is
only 1 × 6, which is very low. This greatly contributes to the
improvement of the computation efficiency.

3 Feature Points Matching Algorithm
Suppose image I contains the original feature points, and
image Ī contains the feature points needed to be matched.
The corners detected with the method in Ref. 7 are taken
as the feature points. The feature descriptor presented in
Sec. 2 is employed to extract features for the corners and
then a new feature point matching algorithm is proposed
to match them.

3.1 Initial Corner Correspondences
For image I, the sharpness values of each point in every edge
can be computed with Eq. (3). The sharpness values of each
point in the m’th edge Sm can be denoted as

sharpm ¼ ðsharpm1 ; : : : ; sharpmi ; : : : ; sharpmλ Þ; (8)

where λ is the number of the points in the edge Sm.Fig. 1 A visual interpretation for the definition of sharpness.
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According to Ref. 7, the points whose sharpness values
are larger than an adaptive threshold in one edge are detected
as corners. Suppose the corners in the m’th edge can be
described as

Cm ¼ fCm
1 ; : : : ; C

m
j ; : : : ; C

m
β g; (9)

where Cm
j denotes the j’th corner in the m’th edge, and β is

the total number of the corners in the m’th edge.
Suppose the corresponding point of corner Cm

j in the edge
Sm is the i’th point Pi (see Fig. 2). The local sharpness
distribution of corner Cm

j (namely, point Pi) is

LSDm
i ¼ ðsharpmi−l; : : : ; sharpmi ; : : : ; sharpmiþlÞ: (10)

Then its mean value can be formulated as

Mm
i ¼

Xl

d¼−l
sharpmiþd∕ð2lþ 1Þ; (11)

and the variance is

Dm
i ¼

Xl

d¼−l
ðsharpmiþd −Mm

i Þ2∕ð2lþ 1Þ: (12)

With Eqs. (11) and (12), the feature descriptor of corner
Cm
j is constructed as

Lm
i ¼ ðxi; yi;Mm

i ; D
m
i ; i; mÞ; (13)

where xi and yi are the image coordinates of corner Cm
j .

For image Ī, suppose there are w points in the n’th edge
S̄n. The sharpness values of the these points are

shārpn ¼ ðshārpn1; : : : ; shārpnk; : : : ; shārpnwÞ; (14)

where shārpnk is the sharpness value of the k’th point P̄k in
the edge S̄n.

Suppose the corners detected in edge S̄n are

C̄n ¼ fC̄n
1 ; : : : ; C̄

n
r ; : : : ; C̄n

hg; (15)

where C̄n
r denotes the r’th corner in the n’th edge, and h is

the total number of the corners in the n’th edge of image Ī.

If the corresponding point of corner C̄n
r in the edge S̄n is the

k’th point P̄k (see Fig. 2), the local sharpness distribution of
C̄n
r is

LS̄Dn
k ¼ ðshar̄pnk−l; : : : ; shar̄pnk; : : : ; shar̄pnkþlÞ: (16)

The feature descriptor of corner C̄n
r can be constructed as

L̄n
k ¼ ðx̄k; ȳk; M̄n

k; D̄
n
k; k; nÞ; (17)

where x̄k and ȳk are the image coordinates of corner C̄n
r.

In order to measure the similarity of two corners in differ-
ent images, the NCC (Ref. 25) of two different corners, Cm

j
and C̄n

r , is computed as

Rjr ¼
P

l
d¼−lðsharpmiþd −Mm

i Þðshārpnkþd − M̄n
kÞ

ð2lþ 1Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dm

i × D̄n
k

p : (18)

A corner from image I is first selected randomly and then
the NCC between this corner and each corner in image Ī is
computed to form one row of NCC matrix R. Repeat this
procedure until all the corners in image I have been selected
to compute the NCC for one time. Then, NCC matrix R
between the corners in images I and Ī is obtained. On the
contrary, NCC matrix R̄ between the corners in images Ī
and I is also computed. If Rjr and R̄rj are, respectively,
the maximums among the j’th row of matrix R and the
r’th row of matrix R̄, corners Cm

j and C̄n
r are one initial cor-

respondence pair. With this method, we produce all the initial
correspondence pairs between images I and Ī.

3.2 Remove the Probable Incorrect Corner
Correspondences

In Sec. 3.1, all the initial correspondence pairs are obtained,
which are composed of the original corners in image I and
their corresponding corners in image Ī. Suppose matrix C
contains the information of the original corners in image
I, and matrix C̄ contains the information of the correspond-
ing corners in image Ī. The initial corner correspondences,
generated by NCC and a bidirectional matching scheme,
contain many incorrect correspondences.9,17 Thus, we pro-
pose two rules for removing the probable incorrect corner
correspondences.

Rule 1: If there is only one correspondence pair between
the corners of the two edges in image I and Ī, this correspon-
dence is regraded as a probable incorrect correspondence and
will be removed.

For image I, if a corner in the u’th edge of image I has
matched its corresponding corner in image Ī, we cast a vote
for the u’th edge. This process is also applied for the remain-
ing corners of C, i.e., the voting score of one edge is equal to
the number of the corners in this edge being successfully
matched. Finally, a voting matrix T of v edges in image I
is obtained

T ¼ ðt1; : : : ; tu; : : : ; tvÞ; (19)

where tu is the voting score of the u’th edge. If the u’th edge
gains only one score, the corner in the u’th edge is probably
matched incorrectly, and it will be deleted from the matrix C.
Also, its corresponding corner from matrix C̄ is deleted, i.e.,
a probable incorrect correspondence is removed.

Fig. 2 Examples for the local sharpness distribution of the feature
points (marked with a circle): (a) a feature point in the original
image and (b) a feature point in the image need to be matched.
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After removing the probable incorrect correspondences
from matrixes C and C̄, two new matrixes C 0 and C̄ 0 are
obtained

C 0 ¼

2
6666664

x1 y1 p1 e1 r1
..
. ..

. ..
. ..

. ..
.

xf yf pf ef rf
..
. ..

. ..
. ..

. ..
.

xl yl pl el rl

3
7777775
; (20)

C̄ 0 ¼

2
6666664

x̄1 ȳ1 p̄1 ē1 r̄1
..
. ..

. ..
. ..

. ..
.

x̄f ȳf p̄f ēf r̄f
..
. ..

. ..
. ..

. ..
.

x̄l ȳl p̄l ēl r̄l

3
7777775
; (21)

where xf and yf are the image coordinates of the f’th corner
in C 0; ef is the ordinal number of the edge that the f’th cor-
ner belongs to; pf is the ordinal number of the corresponding
point of f’th corner in the edge ef; rf denotes the NCC
between the f’th corner in matrix C 0 and the f’th corner
in matrix C̄ 0. x̄f, ȳf, p̄f, ēf and r̄f have the similar meaning
with xf, yf, pf, ef and rf, respectively. They afford the
feature information about the f’th corner in image Ī.

Rule 2: Take two correspondence pairs with the top two
largest sums of NCCs as the reference corners. From the
remaining correspondence pairs, select one correspondence
pair as the one that needs to determine whether the two cor-
ners of it are matched correctly. These correspondence pair
corners are regarded as candidate corners. For images I and Ī,
the distances between the candidate corner and the two refer-
ence corners are, respectively, computed, followed by the
ratio of two distances being calculated. If the absolute
value of the difference between 1 and the quotient of the
two ratios (from images I and Ī, respectively) is smaller
than a threshold set manually, this correspondence is prob-
ably incorrect and will be removed.

Adding the fifth columns in matrix C 0 and C̄ 0, we get
the sums

r ¼

2
6666664

r1 þ r̄1
..
.

rf þ r̄f
..
.

rl þ r̄l

3
7777775
: (22)

For example, suppose the elements rm and rn are the top
two largest elements in r. Corners A and B, them’th and n’th
corners in C 0, corners Ā and B̄, the m’th and n’th corners in
C̄ 0, are taken as the reference corners (Fig. 3). The i’th corner
is selected from the remaining corners in matrix C 0 randomly
(namely, corner D). Correspondingly, corner D̄, the i’th cor-
ner in matrix C̄ 0, is also selected to compute the distance in
image Ī.

The ratio of the two distances between cornerD to the two
reference corners A and B can be computed as

rd1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxm − xiÞ2 þ ðym − yiÞ2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxn − xiÞ2 þ ðyn − yiÞ2

p : (23)

In image Ī, the ratio of the two distances between the cor-
ner D̄ to the two reference corners Ā and B̄ can be calculated
as

rd2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx̄m − x̄iÞ2 þ ðȳm − ȳiÞ2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx̄n − x̄iÞ2 þ ðȳn − ȳiÞ2

p : (24)

The ratio of rd1 to rd2 is

rd ¼ rd1
rd2

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxm − xiÞ2 þ ðym − yiÞ2

p
·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx̄n − x̄iÞ2 þ ðȳn − ȳiÞ2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxn − xiÞ2 þ ðyn − yiÞ2

p
·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx̄m − x̄iÞ2 þ ðȳm − ȳiÞ2

p :

(25)

A threshold for jrd − 1j is set manually to determine
whether the initial corner correspondence is incorrect. The
range of the threshold is [0.01, 0.1]. The smaller the thresh-
old is, the smaller the number of the final correspondence
pairs obtained. However, if the threshold becomes too
large, the feature point matching accuracy will decrease.
If jrd − 1j is larger than the threshold, the initial corner cor-
respondence is probably incorrect and could be removed. By
removing the probable incorrect correspondences following
these two rules, the remaining correspondence pairs are the
most probably correctly matched.

3.3 Projective Transformation Model
With the corner correspondences obtained in Sec. 3.2, we
construct the projective transformation model which is
employed to transform the coordinates of the corners of
image I into that of image Ī.

According to the projective transformation model, the
relationship between the coordinates of the original point
and the projected point can be expressed by the following
equation:

s

" xi
yi
1

#
¼

" h1 h2 h3
h4 h5 h6
h7 h8 h9

#
·

" x̄i
ȳi
1

#
¼ H ·

" x̄i
ȳi
1

#
; (26)

where ðxi; yiÞ is the coordinates of the original point, and
ðx̄i; ȳiÞ is the coordinates of the projected point.

Fig. 3 A visualization of rule 2; A, B, Ā, and B̄ are reference corners;
D is an original corner; and D̄ is a corner needed to be matched.
(a) the original image and (b) the image needed to be matched.
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With at least four correspondence pairs obtained in
Sec. 3.2, Eq. (26) can be solved. Then, the parameters matrix
H is obtained.

3.4 Search the Corresponding Corner
Suppose all the corners detected in image I and Ī, respec-
tively, are

CO ¼

2
666664

x1 y1
..
. ..

.

xρ yρ
..
. ..

.

xσ yσ

3
777775; (27)

ĈO ¼

2
666664

x̄1 ȳ1
..
. ..

.

x̄s ȳs
..
. ..

.

x̄b ȳb

3
777775; (28)

where CO and ĈO are the corner matrixes of image I and Ī,
respectively. xρ and yρ are the coordinates of the ρ’th corner
in image I. σ is the total number of the corners in image I. x̄s
and ȳs are the coordinates of the s’th corner in image Ī. b is
the total number of the corners in image Ī.

Choose a corner from the matrix CO, and suppose it is the
i’th corner ðxi; yiÞ of image I. The coordinates of the corre-
sponding corner of corner ðxi; yiÞ in image Ī can be obtained
by the projective transformation model Eq. (26) as8>>><
>>>:

x̂i ¼
ðh2 − h8xiÞðyi − h6Þ − ðh5 − h8yiÞðxi − h3Þ

ðh2 − h8xiÞðh4 − h7yiÞ − ðh5 − h8yiÞðh1 − h7xiÞ
ŷi ¼

ðh1 − h7xiÞðyi − h6Þ − ðh4 − h7yiÞðxi − h3Þ
ðh1 − h7xiÞðh5 − h8yiÞ − ðh4 − h7yiÞðh2 − h8xiÞ

:

(29)

With the coordinates ðx̂i; ŷiÞ, we search the closest point
to ðx̂i; ŷiÞ in matrix ĈO. If one corner has the closest distance
to point ðx̂i; ŷiÞ, and the distance is smaller than a threshold
set manually, this corner is taken as the final corresponding
corner of ðxi; yiÞ. With the same steps, we can search the
corresponding corners in image Ī for all the corners in the
image I, which produces the final correspondences and
finishes the feature point matching between two images.

4 Experiments
To evaluate the performance of the proposed algorithm,
the quantitative comparison experiments between the
proposed algorithm, Qian’s algorithm17 and Awrangjeb’s
algorithm18,19 are implemented first. Then, the qualitative

Fig. 4 Compare the corner matching results of Qian’s algorithm,
Awrangjeb’s algorithm and the proposed algorithm on the first
pair of binary images: (a) result of Qian’s algorithm; (b) result of
Awrangjeb’s algorithm; and (c) result of the proposed algorithm.

Fig. 5 Compare the corner matching results of Qian’s algorithm,
Awrangjeb’s algorithm and the proposed algorithm on the second
pair of binary images: (a) result of Qian’s algorithm; (b) result of
Awrangjeb’s algorithm; and (c) result of the proposed algorithm.
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comparison experiments between the proposed algorithm
and SIFT algorithm22 are performed. All the algorithms
are implemented in MATLAB R14 on a Four-Core
(2.67GHZ) PC.

4.1 Quantitative Comparison
To make a quantitative comparison on the proposed algo-
rithm, Qian’s algorithm and Awrangjeb’s algorithm,18,19

four pairs of binary images with rotations are adopted to
perform the experiments. In our experiments, the reference
solutions of the corner correspondences are manually gener-
ated, which are identified in an appropriately magnified
version of the images. In this way, we can judge whether
the correspondence pairs are matched correctly. We also
test the running time of the three algorithms. For each
pair of binary images, the program is performed for 10
times and then the average running time is calculated.
The experimental results are summarized in Figs. 4–7 and
Tables 1 and 2.

Figure 4 shows that the Qian’s algorithm produces five
correct correspondence pairs, whereas the proposed algo-
rithm and Awrangjeb’s algorithm both generate seven correct
correspondence pairs. Figure 5 indicates that the proposed
algorithm generates the largest number of correct correspon-
dence pairs, which is 20. In Fig. 6, the numbers of the correct

correspondence pairs of the three algorithms are close to
each other, but Qian’s algorithm incorrectly generates four
correspondence pairs, which is the largest one. From Fig. 7,
the proposed algorithm has the largest number of the correct
correspondence pairs. Although Awrangjeb’s algorithm
correctly matches all correspondence pairs, the number of
the correct correspondence pairs is only 16.

Comparing the total performance of the three algorithms
in Table 1, we can see that the proposed algorithm correctly
matches 64 correspondence pairs. Awrangjeb’s algorithm
has the highest matching accuracy, but the number of the
correct correspondence pairs is the smallest. Qian’s algo-
rithm has the lowest matching accuracy.

Table 2 presents the running time of the three algorithms.
Qian’s algorithm costs the shortest running time, and the
proposed algorithm is very similar to it in this aspect.
Awrangjeb’s algorithm consumes much more time than
other two algorithms.

By respectively considering the performance in three
aspects: the number of correct correspondence pairs,
matching accuracy and running time, we can make a
comprehensive evaluation for the three algorithms. Qian’s

Fig. 6 Compare the corner matching results of Qian’s algorithm,
Awrangjeb’s algorithm and the proposed algorithm on the third
pair of binary images: (a) result of Qian’s algorithm; (b) result of
Awrangjeb’s algorithm; and (c) result of the proposed algorithm.

Fig. 7 Compare the corner matching results of Qian’s algorithm,
Awrangjeb’s algorithm and the proposed algorithm on the fourth
pair of binary images: (a) result of Qian’s algorithm; (b) result of
Awrangjeb’s algorithm; and (c) result of the proposed algorithm.
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algorithm has the shortest running time, but its matching
accuracy is the lowest one. For Awrangjeb’s algorithm, it
has the highest matching accuracy, but its time cost is the
most expensive. Particularly, the running time is 222.45 s
in the fourth pair of binary images. It is too long to put up
with it. The reason for the results of Awrangjeb’s algorithm
is that this algorithm employs iterative procedures to gener-
ate a few of best matches for high matching accuracy, but
these iterative procedures simultaneously greatly increase the
time cost. The proposed algorithm generates the largest num-
ber of correct correspondence pairs, and its matching accu-
racy is very close to the best one, so does its running time.

Thus, the proposed algorithm has the best comprehensive
performance among the three algorithms.

4.2 Qualitative Comparison
In this subsection, two pairs of color images taken from
different views in the same scene are selected to evaluate the
performance of the proposed algorithm. For qualitative com-
parison, SIFT algorithm22 is also implemented in these
experiments. Experimental results are summarized in Figs. 8
and 9. It should be noted that for rigid point matching
between two face images, they should contain variations as
few as possible in expression.

From Figs. 8 and 9, we can see that SIFT algorithm gen-
erates too many correspondence pairs. Besides that, a lot of
correspondence pairs are incorrectly matched. The most obvi-
ously incorrect correspondence pairs are shown in the ellip-
tical areas of Figs. 8(a) and 9(a). Meanwhile, the number of
the correspondence pairs of the proposed algorithm is not so
large as that of the SIFTalgorithm, and the proposed algorithm
has very high matching accuracy. More importantly, the pro-
posed algorithm extracts feature points from the corner areas
while SIFT algorithm has no preference to the corners. The
feature points extracted from the corner areas will have great
importance, because the corners can afford abundant informa-
tion for such as real-time gesture recognition, face detection and
recognition, robot navigation and image content retrieval.26,27

Table 1 Matching results evaluation on binary images.

Algorithm

Correspondence Correct Matching

Pairs
Correspondence

pairs Accuracy

First pair of binary images

Qian’s (Ref. 17) 6 5 83.33%

Awrangjeb’s
(Refs. 18 and 19)

7 7 100%

Proposed 9 7 77.78%

Second pair of binary images

Qian’s (Ref. 17) 22 17 77.27%

Awrangjeb’s
(Ref. 18 and 19)

10 10 100%

Proposed 21 20 95.24%

Third pair of binary images

Qian’s (Ref. 17) 15 11 73.33%

Awrangjeb’s
(Refs. 18 and 19)

10 10 100%

Proposed 11 10 90.90%

Fourth pair of binary images

Qian’s (Ref. 17) 26 23 88.46%

Awrangjeb’s
(Refs. 18 and 19)

16 16 100%

Proposed 27 27 100%

Total performance

Qian’s (Ref. 17) 69 56 81.6%

Awrangjeb’s
(Refs. 18 and 19)

43 43 100%

Proposed 68 64 94.12%

Table 2 Running time comparison on binary images.

Algorithm Running time (s)

First pair of binary images

Qian’s (Ref. 17) 0.61

Awrangjeb’s (Refs. 18 and 19) 1.43

Proposed 1.01

Second pair of binary images

Qian’s (Ref. 17) 0.62

Awrangjeb’s (Refs. 18 and 19) 4.05

Proposed 1.10

Third pair of binary images

Qian’s (Ref. 17) 0.66

Awrangjeb’s (Refs. 18 and 19) 8.57

Proposed 1.05

Fourth pair of binary images

Qian’s (Ref. 17) 0.66

Awrangjeb’s (Refs. 18 and 9) 222.45

Proposed 1.20
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5 Conclusions
This paper focuses on the rigid feature points matching, for
which a new matching algorithm is proposed. It first presents
a new feature descriptor based on the local sharpness distri-
bution of the feature point to extract features. The dimension-
ality of the features is extremely low, which greatly improves
the efficiency of the feature points matching.

After generating the initial feature point correspondences,
two rules are proposed to remove the probable incorrect
correspondences: one is based on the voting strategy and
the other is based on the ratio of the distances. By removing
the probable incorrect feature point correspondences, a pro-
jective transformation model with high precision is con-
structed. The feature points can be accurately matched with
this model.

The quantitative and qualitative comparison of experi-
mental results show that the proposed algorithm outperforms
other compared algorithms on the comprehensive perfor-
mance of feature points matching. We really believe that the
proposed algorithm can be successfully applied in the image
processing area of object recognition, image registration,
object tracking, image retrieval, three-dimensional recon-
struction, and so on. In the future work, we will make our
efforts to improve the scale invariance of our algorithm.
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Fig. 8 Compare the corner matching results of scale-invariant feature transform (SIFT) algorithm and
the proposed algorithm on the first pair of color images: (a) result of SIFT algorithm and (b) result of the
proposed algorithm.

Fig. 9 Compare the corner matching results of SIFT algorithm and the
proposed algorithm on the second pair of color images: (a) result of
SIFT algorithm and (b) result of the proposed algorithm.
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